Remote to a Router & Create & Apply an ACL

Start / run / telnet




       telnet to your router


open 192.16.10.1




       use the IP address of your router
router1>enable




                    enter privileged mode
router1#show interface




        view the available interfaces

router1#configure terminal




        enter configure terminal mode

Router1<config>#access-list ?



        what access lists are available?
Router1<config>#access-list 101 ?



        what commands are available?

Router1<config>#access-list 101 deny ?
Router1<config>#access-list 101 deny icmp ?

Router1<config>#access-list 101 deny icmp any ?

Router1<config>#access-list 101 deny icmp any host ?

Router1<config>#access-list 101 deny icmp any host 192.168.1.201 ?

Router1<config>#access-list 101 deny icmp any host 192.168.1.201
The above command denies all icmp traffic, from any source, to the IP address of your router.
Router1<config>#access-list ?

Router1<config>#access-list 101 permit ip any any

Access lists include hidden (implied) commands which deny all traffic unless it is specifically allowed through commands that you give; such as the above permit command. 

 Router1<config>#interface serial0                                     apply the access list to an interface by 

                                                                                             first going to that interface
Router1<config-if>#




the if shows me that I’m not at the interface
Router1<config-if>#ip access-group ?
get a list of the ip access groups that can be applied

Router1<config-if>#ip access-group 101 ?    
    find out the options when applying the IP 

                                                                                        access group that you previously chose

Router1<config-if>#ip access-group 101 in ?
    we want to block inbound packets
After typing in this last command above, a <cr> will be shown. This lets you know that there are not additional commands that can be added to the command. 

Router1<config-if>#ip access-group 101 in
     
           applies the 101 (access list) group to the 

                                                                                               interface that you’re configuring

Router1<config-if>#exit




           exit the interface configure mode
Router1<config>#exit

   



           exit the configure terminal mode
Router1#show run


                      are your commands in the running configuration
Interface Serial0

   ip address 192.168.2.201 255.255.255.0

   ip access-group 101 in

You should see something like the above showing the IP address of the serial port and the 101 group being applied to the incoming portion of that interface.

access-list 101 deny        icmp any host 192.168.1.201


blocks incoming pings
access-list 101 permit     ip any any



keeps all traffic from being blocked by 

       hidden (implied) deny any any commands

If you see the above two commands, you know that the 101 access list group is enabled. 
Remote to a Switch & Create & Configure Vlans

Start / run / telnet




       telnet to your switch


open 192.16.10.1




       use the IP address of your switch

switch>enable





                    enter privileged mode

switch#show vlan





        view the configured vlans
switch#configure terminal




        enter configure terminal mode


switch<config>#vlan 2



     creates vlan 2 and enters it for configuration

switch<config-vlan>#name accounting 


   assigns the name accounting to vlan 2
switch<config-vlan>#interface fa0/12


               configure fast Ethernet port 12

switch<config-if>#switchport access vlan 2


                       changes port 12 to vlan 2
switch<config-if>#interface fa0/13                        use the up arrow twice to get to the next interface
switch<config-if>#switchport access vlan 2


                       changes port 13 to vlan 2

switch<config-if>#interface fa0/14                        use the up arrow twice to get to the next interface

switch<config-if>#switchport access vlan 2


                       changes port 14 to vlan 2

Repeat the above work until all interfaces, that you desire, are in the vlans that you want them in. 

switch<config-if>#exit




          exit interface configuration mode

switch<config>#exit





          exit configure terminal mode

switch#show vlan





          view your changes

switch#copy running-config startup-config
save the running configuration to memory so that if the 

 switch loses power, the configuration will remain in it
Up & Down Interface Messages
          Serial is up, line protocol is up = physical layer, data-link layer; it works

                                        up, down = Layer 2 problem (no keepalives, no clock rate, wrong 


connector, encapsulation mismatch, or in a back-to-


back connection the other end is admin. down, use 


commands below

                                   down, down  = no cable

                      administratively down = manually down

Resolving L1/L2 (interface Up / Down) issues / checking protocol talking

sh controller serial 0/0                      -  check the clock rate 

sh ip protocol 

sh prot 

sh ip os neighbor 

sh ip os interface        
make sure they have the same hello, dead time, network type, etc.
Password Recovery

	Step
	Function
	How to do this for
1600, 2600, 3600, 4500, 7200, 7500
	How to do this for 
2000, 2500, 3000, 4000, 7000

	1
	Turn router off and then back on again
	Use router power switch
	Same as other router

	2
	Press the break key within the first 60 seconds
	Use break key on your console device keyboard
	Same as other router

	3
	Change the configuration register so that bit 6 is 1
	Use the common command confreg and answer the prompt
	Use the common command 
o/r 0x2142

	4
	Cause the router to load the IOS
	Use to common reload command or it unavailable, power off and on
	Use the common command initialize

	5
	Avoid using setup mode, which will be prompted for at console
	Just say NO
	Same as other router

	6
	Enter privileged mode at console
	Press Enter and use enable command (no password required)
	Same as other routers

	7
	View startup config to see unencrypted passwords
	Use exec command
show startup-config
	Same as other routers

	8
	Use appropriate config commands to reset encrypted commands
	For example use enable secret xyz123 to set enable secret password 
	Same as other routers

	9
	Change config register back to original value
	Use config command
config-reg 0x2102
	Same as other routers

	10
	Reload the router after saving the configuration
	Use copy running-config startup-config and reload commands
	Same as other routers


IF THE ABOVE DOESN’T WORK: 
proceed with the next page

Recovering a Missing Flash (on a 2600 series router) Using the Xmodem Protocol 

Download The Flash From a Good Router

1) type dir flash: at the prompt to ensure that you really don’t have a flash; then find a good router (same model)

2) Ethernet to the good router, through a switch or hub, from a host.

3) hyperterm connect, through serial, to the router and set the ip address of the connecting Ethernet port (ie: f0/1) to something simple like 10.1.1.1.

4) Set the ip address of the Ethernet connected host to something like 10.1.1.2 with a default gateway equal to that of the ip address of the Ethernet interface of the router you’re connecting it to (above) (ie: 10.1.1.1).

5) ping from the Ethernet connected host to the router, after configuring it. If the ping fails, check to see if you’re going through a switch or hub from the workstation to the router.

6) open a tftp session on the Ethernet connected PC.

7) goodrouter#dir flash: 




 (in the hypterterminal session)

8) router#copy flash tftp

9) then fill in all of the proper details it asks for

Upload the Flash File (With Xmodem) (in Hyperterminal)

10) After it finishes downloading to the PC switch its SERIAL connection to the router that has no flash.

11) Bring up a hyperterminal session on the PC that now has the flash that you just downloaded from a good router. Then, at the prompt below, on the flashless router, in hyperterminal:

rommon 1 > xmodem (name of flash file_including_dot_and_extension_letters)

12) Wait until it says “do you wish to continue,” and then answer with a y.

13) It will reply with a ready to receive command. Then you go up to Transfer on the menu

bar at the top of the hyperterminal session and choose send file from the drop down menu.

14) In the send file box, in the Protocol window use the drop down arrow on the right to choose xmodem.

15) Click the Browse button and find the flash file that you downloaded.

16) Click Send.

Xmodem Console Download Procedure Using ROMmon http://www.cisco.com/warp/public/130/xmodem_generic.html has the xmodem portion of this procedure, with visual cues.

---------------------------------------------------------------------------------------------------------

Boot Location Determination Commands

configuring the register values

router#config t


    enter router configuration mode

router(config)#config-register 0x10F        

  (0x100; 0x101; 0x102 to 0x10F)

register value
conditions          sources for boot system commands

0x100                      manual – use b command

 ROM (same as cntrl/break)

0x101                  automatic – default no flash

 ROM

0x102 to 0x10F         default - flash present 

NVRAM

NOTE: The last bit (of the above hexadecimal) address (in bold) determines where it   

          boots from.

Cisco IOS (Config. Mode) Commands 

Determine where to boot the IOS from (w. 2102 register-configuration)

router(config)#boot system flash IOS_filename




flash

router(config)#boot system ROM





ROM

router(config)#boot system tftp IOS_filename tftp_address


tftp

---------------------------------------------------------------------------------------------------------
Cabling

Patch        cable Straight Through:     (w/orange, orange, w/green, blue, w/blue, green/brown, brown) 

Crossover cable Transmit to Receive: 1-3, 2-6, 3-1, 6-2   

Rollover    cable:                              1-8, 2-7, 3-6, 4-5, 5-4, 6-3, 7-2, 8-1
----------------------------------------------------------------------------------------

adding a vlan to an interface (2950 / 3550/others)

ena  …………………………………………………………………………… go to privileged mode

conf t ….…………………………….(short for configure terminal) go to global configuration mode

int f0/3………………………………………………………………go into the 3rd Ethernet interface

switchport mode access 

switchport access vlan 5………………………………………………sets the port to work on vlan 5

no shut………………………………………………………………………….bring up the interface

Above, you’re going into global configuration mode and then setting the 3rd Ethernet interface to run on vlan 5.

int vlan5……………………………………………………………………go into the vlan5 interface

no shut…………………………………………………………………………..bring up the interface

In this second part (after the space) you’re bringing up the 5th vlan interface (with the NO SHUT command).

Notice the space between the word vlan and the number 5 on the first time it’s used.

That space isn’t there the second time it’s used; because when you go into the vlan interface there’s no space. But when you give the switchport command, on the Ethernet interface (first), there is a space)

----------------------------------------------------------------------------------------

Useful Cisco Commands

- show ip interface bri 

Shows all the interfaces on the router, their status (up/down), and IP address all on 1 line per interface

- show interface [interface]

Shows useful information about an interface, status (up/down), load, packet rate, errors, queue drops, bandwidth, duplex

- show interface description

Shows all the interfaces, the description, and status on the router, 1 line per interface

- show ip bgp summary

Shows all current BGP sessions, neighbor, Table Version, InQ, OutQ, Status (up/down), Uptime, and State/Prefixes Received

- show ip bgp neighbor [neighbor IP] routes

Shows the routes currently received from the neighbor

- show ip bgp neighbor [neighbor IP]

Shows all kinds of useful information about the BGP setup and session

- show ip bgp neighbor [neighbor IP] | i filter

Shows the Incoming and Outgoing access-lists

- sho ver or sho hardware

Shows the current uptime of the router, IOS version, Reason for last restart, Recognized hardware, Router Model, CPU Type

- sho proc cpu sorted

Shows the cpu usage and lists the processes by current cpu use

- sho proc cpu | e 0.00

Shows the cpu usage and gets rid of anything not using cycles at the moment, helps to find what’s currently chewin the cpu

- sho proc mem

Shows all kinds of memory stats and what process is using how much

- execute-on all [command]

Runs a command on all line cards, good for finding which one has high cpu for IP Input (execute-on all sho proc cpu | e 0.00)

- sho diag

Shows interesting info about line cards, useful for finding Board State and Insertion time, especially after a crash

- hw-module slot [slot number] reload

Restarts the card, sometimes needed after a line card crash

- sho run int [interface]

Shows the current running config of a single interface

- sho standby [interface]

Shows current HSRP info for an interface, useful to see which router is active or standby, time since last state change, and status

- show clock

Shows the current date and time the router has

- execute-on slot [slot number] show controllers frfab queue

Shows buffer queues from the switching fabric to the line card. Useful for troubleshooting congestion problems

- execute-on slot [slot number] show controllers tofab queue

Shows buffer queues to the switching fabric from the line card. Useful for troubleshooting congestion problems
SWITCHES
USEFUL COMMANDS

SHOW

Switch#sh boot

Switch#sh controllers switch      displays bandwidth, mode, congestion threshold, etc.

Switch#sh processes cpu

Switch#sh port status

Switch#sh spanning-tree

Switch#sh vtp status





   

   verify VLAN statistics

cat4006> (enable) sh spantree
          
  view status, cost, priority of ports & VLANs

        

(only works if spantree has been configured)

cat4006> (enable)sh int

cat4006> (enable)sh mod 

         

  module information; including MAC address

cat4006> (enable)sh config




          

   running config

cat4006> (enable)sh cdp nei

cat4006> (enable)sh trunk 



               
                           trunk ports

cat4006> (enable)sh ip route

cat4006> (enable)sh ip interface brief

cat4006> (enable)sh vlan


              (adding the vlan# w. give only that vlan)

cat4006> (enable)sh system

cat4006> (enable)sh vtp domain

  view domain name, mode, v2 mode, pruning, etc.

cat4006> (enable)sh vtp counters

cat4006> (enable)sh channel

cat4006> (enable)sh port channel 



    
                    channeling ports

cat4006> (enable)sh port group

cat4006> (enable)sh port capa (mod#)/(port#) 

cat4006> (enable)sh spantree backbonefast

SET

cat4006> (enable)set trunk (mod/port) nonegotiate dot1q 1-1005    set trunk mode, 

protocol, and range of       VLANs they’ll accommodate

cat4006> (enable)set port (parameter)

cat4006> (enable)set port duplex (parameter)

cat4006> (enable)set port speed <mod#>/<port#> 


(port speed;ie:10/100)

cat4006> (enable)set port channel (mod)/(port#-port#) (admin_group)   create port channel 

   groups

cat4006> (enable)set port channel (mod)/(port#-port#) mode on      turn on an etherchannel

cat4006> (enable)set port channel (mod)/(port#-port#) mode off     turn off an etherchannel

cat4006> (enable)set ip route (destination)/(netmask) (gateway)            set default gateway

cat4006> (enable)set ip route default (gateway #) [metric] [primary]

cat4006> (enable)set int sc0 (vlan#) [ip_address/netmask broadcast]      assign ip/sm to sc0

cat4006> (enable)set int sc0 dhcp [release/renew]     

rel/ren DHCP-assigned IP add.

cat4006> (enable)set int sl0 10.1.1.1 10.1.1.2  

 (set sl0 slip and destination address)

cat4006> (enable)set vtp domain (domain name)

cat4006> (enable)set vlan (vlan#) (mod#)/(port#-port#)  
        assign ports to your vlan

cat4006> (enable)set vlan (vlan#) name (vlan name)

  give your vlan a name

cat4006> (enable)set spantree portfast (mod#)/(port#)-(mod#)/(port#) enable


(config. pfast)

cat4006> (enable)set spantree uplinkfast enable 
speeds up recovery after failed uplink 

cat4006> (enable)set spantree backbonefast enable

CLEAR

cat4006> (enable) clear config all



     
        clears config from switch

cat4006> (enable) clear ip route default (#)

cat4006> (enable)clear ip route all

OTHERS

4000 (Switch)
cat4006> (enable)reset system





 reboot switch

cat4006> (enable)session <mod #> 
        reach router from supervisor prompt

cat4006> (enable)slip attach 


      enable slip for the console port

cat4006> (enable)slip detach 


      disable slip for the console port

2900 (Switch)

Switch(config-if)#ip address (ip#) (SM#)

Switch(config)#ip default-gateway (DG#)

Switch(config)#spanning-tree uplinkfast

speeds up switching from a failed 

uplink to a blocked uplink.

---------------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------------

2900 Switch Server Configuration
erase the old configuration completely

ena




erase start

sh flash
                        if vlan.dat exists, delete it w. the procedure below

delete flash
         VLAN database is NOT erased with the erase start command.

Important - do NOT hit enter at this point; type vlan.dat at the delete prompt instead

reload

Set Passwords, Hostname and Management IP address

1) Switch#config t

2) Switch (config)#host ALSwitch

3) ALSwitch (config)#enable password class

4) ALSwitch (config)#line con 0

5) ALSwitch (config-line)#login

6) ALSwitch (config-line)#password cisco  

7) ALSwitch (config-line)#line vty 0 15
    --------------------------------------------- 

8) ALSwitch (config-line)#login



enable the switch for

9) ALSwitch (config-line)#password cisco




telnet access

10) ALSwitch (config-line)#exit
  -----------------------------------------------


11) Switch (config)#interface vlan 1


12) Switch (config-if)#ip address 10.1.1.251 255.255.255.0

Configure Fast EtherChannel port group and trunking (802.1q)

ALSwitch(config)#int F0/1

ALSwitch(config-if)#port group 1

ALSwitch(config-if)#switchport mode trunk

ALSwitch(config-if)#switchport trunk encapsulation dot1q

ALSwitch(config)#int F0/2

ALSwitch(config-if)#port group 1

ALSwitch(config-if)#switchport mode trunk

ALSwitch(config-if)#switchport trunk encapsulation dot1q
Configure the Trunk Port(s) and Encapsulation

Switch#configure terminal 



          Enter global configuration mode

Switch(config)#interface (interface ID)   



           configure an interface

Switch(config-if)#switchport mode trunk 



  configure the port as a trunk.

Switch(config-if)#switchport trunk encapsulation (isl / dot1q) 
      put ISL or 802.1Q on trunk 

Switch(config-if)#end  





          Return to privileged EXEC mode.

Switch(config)#show interface (interface-id) switchport   

    Verify your entries.

Switch(config)#copy running-config startup-config

           Save the configuration.

[This example shows how to define the allowed VLANs list for trunk port Fa0/1 to allow VLANs  1-100, VLAN 250, and VLANs 500-1005, and how to verify the allowed VLAN list for the trunk]

Switch(config)# interface fa0/1

Switch(config-if)#switchport mode trunk

Switch(config-if)#switchport trunk allowed vlan remove 101-499

Switch(config-if)#switchport trunk allowed vlan add 250

Switch(config-if)#end

Switch#show interface fa0/1 switchport allowed-vlan "1-100,250,500-1005"
Configure it as a VTP Server
Switch# vlan database 



       Enter VLAN configuration mode        Switch(vlan)#vtp domain (domain-name)   Configure VTP domain name.(up to 32 characters)

Switch(vlan)#vtp domain (domain-name) password (password)      Set VTP domain. password 







         
     (8 to 64 characters)

Switch(vlan)# vtp server 


       Configure the switch as a server.

Exit 


        Return to privileged EXEC mode.

Switch#show vtp status 




    Verify the VTP configuration.

Set The Default Gateway

Switch(config)#ip default-gateway (DG#)

Configure The Access Ports 

Switch ports w. workstations connected to them need to be configured as “access” ports; the default. If the port has been set as a trunk port then use this command. Repeat the process for all ports needing to be returned to access ports.

ALSwitch(config)#Int (port ID) 





(ie: fa0/1)

ALSwitch(config-if)#switchport mode access

---------------------------------------------------------------------------------------------------------

   IP Standard = 1-99 

   IP Extended = 100-199 

     Apple Talk = 600-699

 IPX Standard = 800-899

 IPX Extended = 900-999 

IPX SAP filters = 1000-1099

Access Lists
	1-99
	IP Standard Access List

	100-199
	IP Extended Access List

	200-299
	Protocol Type-code Access List

	300-399
	DECnet Access List

	600-699
	Appletalk Access List

	700-799
	48-bit MAC Address Access List

	800-899
	IPX Standard Access List

	900-999
	IPX Extended Access List

	1000-1099
	IPX SAP Access List

	1100-1199
	Extended 48-bit MAC Address Access List

	1200-1299
	IPX Summary Address Access List


Commands:

Router#show access-lists




         display the contents of all ACLs 

add the name or number of one ACL to view it only

-----------------------------------------------------------------

Router(config)#access-list 1 permit 0.0.0.0 255.255.255.255          ignore, without checking

is the same as






   any ip address

Router(config)#access-list 1 permit any 

-----------------------------------------------------------------

Router(config)#access-list 1 permit 172.30.16.29 0.0.0.0



is the same as

Router(config)#access-list 1 permit host 172.30.16.29

-----------------------------------------------------------------

You can omit the wildcard if it is all zeros. Thus, the following two configuration commands have the same effect: 

Router(config)#access-list 2 permit 36.48.0.3 0.0.0.0 

Router(config)#access-list 2 permit 36.48.0.3 

-----------------------------------------------------------------

Router(config)#no access-list access-list-number


     remove an standard ACL
Examples (Configuration Output):

Denying a Specific Host

access-list 1 deny host 172.16.4.13 0.0.0.0 

access-list 1 permit 0.0.0.0 255.255.255.255 

(implicit deny any) 

(access-list 1 deny 0.0.0.0 255.255.255.255)

interface ethernet 0 

ip access-group 1 out

-----------------------------------------------------------------

Denying a Specific Subnet

access-list 1 deny 172.16.4.0  0.0.0.255       

   checks only the first 3 octets

access-list 1 permit any

   same as (access-list 1 permit 0.0.0.0  255.255.255.255)    

(implicit deny any)


 these commands permit everyone except the one address

(access-list 1 deny any)

    don’t forget the second line or the invisible deny all will






                     keep all of your traffic from getting through

interface ethernet 0

ip access-group 1 out

-----------------------------------------------------------------

allows access for hosts on the three specified networks (a standard ACL)
access-list 1 permit 192.5.34.0   0.0.0.255 

access-list 1 permit 128.88.0.0   0.0.255.255 

access-list 1 permit 36.0.0.0   0.255.255.255 

!(Note:all other access implicitly denied) 

-----------------------------------------------------------------

defining ACLs 1 and 2 (a view of the run file)

internet Ethernet 0

 ip address 1.1.1.1 255.0.0.0

 ip access-group 1 in

 ip access-group 2 out

!

access-list 1 permit 5.6.0.0 0.0.255.255

access-list 1 deny 7.9.0.0 0.0.255.255

!

access-list 2 permit 1.2.3.4

access-list 2 deny 1.2.0.0 0.0.255.255

-----------------------------------------------------------------

Permitting Traffic ONLY from Source Network 172.16.0.0 exiting either ethernet port of a router (NON-172.16.0.0 network traffic is blocked)
access-list 1 permit 172.16.0.0 0.0.255.255 

(implicit deny any - not visible in the list) 

(access-list 1 deny 0.0.0.0 255.255.255.255)

interface ethernet 0 

ip access-group 1 out 

interface ethernet 1 

ip access-group 1 out

-----------------------------------------------------------------

Denying Only Telnet out of E0, and Permitting All Other Traffic

access-list 101 deny tcp 172.16.4.0 0.0.0.255 any eq 23

access-list 101 permit ip any any

(implicit deny any)

(access-list 101 deny ip 0.0.0.0 255.255.255.255

   0.0.0.0 255.255.255.255)

interface ethernet 0

ip access-group 101 out

Sets a Deny Condition for a Standard ACL named Internetfilter

ip access-list standard Internetfilter

 deny 192.5.34.0  0.0.0.255

 permit 128.88.0.0  0.0.255.255

 permit 36.0.0.0  0.255.255.255

! (Note: all other access implicitly denied)

-----------------------------------------------------------------

Standard ACL named Internetfilter and extended ACL nemed marketing_group

Interface ethernet0/5

Ip address 2.0.5.1 255.255.255.0

Ip access-group Internetfilter out

Ip access-group marketing_group in 

…

ip access-list standard Internetfilter

permit 1.2.3.4

deny any

ip access-list extended marketing_group

permit tcp any 171.69.0.0.0  0.255.255.255 eq telnet

deny tcp any any 

deny udp any 171.69.0.0  0.255.255.255 lt 1024

deny ip any log
-----------------------------------------------------------------

Another Configuration Output Example

Ip access-list extended come_on

Permit tcp any 171.69.0.0  0.255.255.255 eq telnet

deny tcp any any

deny udp any 171.69.0.0  0.255.255.255 lt 1024

deny ip any any

interface ethernet0/5

ip address 2.0.5.1  255.255.255.0

ip access-group over_out out

ip access-group come_on in

ip access-list standard over_and

permit 1.2.3.4

-----------------------------------------------------------------

Syntax:

Creating Numbered Standard and Extended IP ACLs

Router(config)#access-list access-list-number {deny | permit} (source [source-wildcard])


Or

Router(config)#access-list access-list-number {deny | permit} (test-conditions)  


or

Router(config)#access-list access-list-number {deny | permit} any              

               abbreviated version for the source and source mask of 0.0.0.0 255.255.255.255.

Applying the ACL to an Interface

Router(config-if)# (protocol) access-group {access-list-number | name} {in | out}   

Create a numbered extended ACL

Router(config)#access-list access-list-number {deny | permit} protocol source source-

mask destination destination-mask [precedence precedence] [tos tos]  




            
[operator operand] [established] [log]

Define an extended IP ACL number and the access conditions.



[operator operand] is lt, gt, eq, new (less than, greater than, equal, not equal), and a port number.

Router(config)#access-list access-list-number {deny | permit} protocol any any   

                                Define an extended IP ACL using an abbreviation for a source source 

                           wildcard of 0.0.0.0 255.255.255.255 and an abbreviation for a 

destination and destination wildcard of 0.0.0.0 255.255.255.255.

Router(config)#access-list access-list-number {deny | permit} protocol host source host destination 
  An extended IP ACL using an abbreviation for a source and source 

wildcard of source 0.0.0.0, and an abbreviation for a destination and destination wildcard of destination 0.0.0.0.

Creating Named Standard / Extended IP ACLs 

(not compatible with IOS older than 11.2)
Router(config)#ip access-list {standard|extended} name 
    Define IP ACL using a name.

Router(config {std- | ext-}nacl)#{deny|permit} {source [source-wildcard] | any} 


In access-list configuration mode, specify one or more conditions permitted or denied. This 

                                                            determines whether the packet is passed or dropped

Or

Router(config {std- | ext-}nacl)#{deny | permit} protocol source source-wildcard 

destination destination-wildcard [precedence precedence] [tos tos] 


Define an extended IP ACL using an abbreviation for a source and source 


wildcard of source 0.0.0.0 and an abbreviation for a destination and destination wildcard of destination 0.0.0.0.

Router(config {std- | ext-}nacl)#{deny | permit} protocol any any

Router(config {std- | ext-}nacl)#{deny | permit} protocol host source host destination
Creating IPX ACLs Using Numbers

Router(config)#access-list access-list-number {deny | permit} source-network 

[destination-network [.destination-node [destination-node-mask]]]


    Create a standard IPX ACL using a number. Generic, routing, and 


broadcast filters use this type of ACL. 

Creating IPX ACLs Using Names

Router(config)#ipx access-list standard name 
Define a standard IPX ACL using a name. (Generic, routing, and broadcast filters use this type of ACL.)

 

Router(config {std- | ext-}nacl)#{deny | permit} source-network [destination-network 

[.destination-node [destination-node mask]]] 

     specify one or more conditions allowed or 

denied. The condition determines whether the packet is passed or dropped.

Applying the IPX ACL to an Interface

IPX ACLs determine which data packets to receive from or send to an interface, based on the 

packet's source and destination addresses, IPX protocol type, and source and destination 

socket numbers. To create an IPX ACL, create a standard access list as described in the 

"Creating IPX ACLs" section and then apply the ACL to an interface.

ipx access-group {access-list-number | name} [in | out]   
Apply generic filter to interface.

--------------------------------------------------------------------------------------------------------

--------------------------------------------------------------------------------------------------------
Password Recovery Procedure

(2900XL, 3500XL, 2950, 3550)

1)Unplug the power cable. 

2)Hold down the mode button located on the left side of the front panel, while reconnecting the power cord to the switch. You can release the mode button a second or two after the LED above port 1x is no longer illuminated. Then type:

flash_init 

load_helper 

dir flash: 

rename flash:config.text flash:config.old                  
   rename the configuration file 

boot 








    to boot the system 

[yes/no]: N 




Enter N at the prompt to start the Setup program, 






            Continue with the configuration dialog?

ena 



       
       At the switch prompt type en to turn on enable mode. 

switch#rename flash:config.old flash:config.text 

rename the configuration file 










with its original name. 

Switch# copy flash:config.text system:running-config 
Copy the configuration file into 










memory 

Source filename [config.text]? (press Return)

Destination filename [running-config]? (press Return)        The configuration file is now 










reloaded.

switch#configure terminal

switch(config)#no enable secret 


   
        This step is necessary if the switch      







had an enable secret password

switch(config)#enable password Cisco 




 Change the password

switch#(config)#^Z 








   (Control/Z)

switch#write memory
                  Write the running configuration to the configuration file

Configuring PortFast

ALSwitch (config)#int fa0/3


repeat both of these steps for all 

ALSwitch (config-if)#spanning-tree portfast 
ports you want portfast on; do this 


only for ports with hosts connected to them; make sure to skip 


your trunking lines as you will create a loop otherwise

Disabling a Trunk Port

You can disable trunking on a port by returning it to its default static-access mode. 

Switch# configure terminal   





      configure terminal

Switch(config)# int (interface ID)  


       Enter the interface configuration command 








     mode and the port to be added to the VLAN.

Switch(config-if)# no switchport mode         Return the port to its default static-access mode.

Switch(config-if)# end



 

                   Return to privileged EXEC.

Switch# show interface interface-id switchport

bringing a down port back up 

router#sh int




        get the port #s

router#config t


    enter router configuration mode

router(config-if)#int (port #) 

router(config-if)#no shutdown



      restarts the port

router(config-if)#clock rate 56000

      set the clock rate (only for s0)

router(config-if)#exit 


 use exit (instead of cntrl/z) to quickly 





configure the next router interface
Configuring VTP and Virtual LANs

Configuring a VTP Client

Switch# vlan database 



       Enter VLAN configuration mode.

Switch(vlan)# vtp client



  Place the switch in VTP client mode.

Switch(vlan)# exit                 Exit 

                          Update the VLAN database, propagate it throughout the   


          administrative domain, and return to privileged EXEC mode.

show vtp status 




  Verify the VTP configuration.

Disabling VTP

Switch# vlan database



      Enter VLAN configuration mode.

Switch(vlan)# vtp transparent 

    Place the switch in VTP transparent mode 

(disabling VTP on the switch)

Switch(vlan)# exit 



       Return to privileged EXEC mode.

Switch# show vtp status 




  Verify the VTP configuration.

vlan database

Enabling VTP Version 2

VTP version 2 is disabled by default on VTP version  2-capable switches. When you enable VTP version 2 on a switch, every VTP version 2-capable switch in the VTP domain enables version  2. VTP version  1 and VTP version  2 are not interoperable on switches in the same VTP domain. Every switch in the VTP domain must use the same VTP version. Do not enable VTP version  2 unless every switch in the VTP domain supports version  2. In a Token Ring environment, you must enable VTP version 2 for Token Ring VLAN switching to function properly. To enable VTP version 2, perform this task from privileged EXEC mode:  Task  Command 

Switch# vlan database 



        Enter VLAN configuration mode.

Switch(vlan)# vtp v2-mode   


  Enable VTP version 2 on the switch.

Switch(vlan)# exit 


Update the VLAN database, propagate it 



throughout the administrative domain, and 



return to privileged EXEC mode.

Switch# show vtp status 



Verify that VTP version 2 is enabled.

Disabling VTP Version 2

Switch# vlan database





Enter VLAN configuration mode.

Switch(vlan)# no vtp v2-mode   





Disable VTP version 2.









V2 mode disabled.

Switch(vlan)# exit   


   Update the VLAN database, propagate it throughout the 





          administrative domain, and return to privileged EXEC mode.

Switch# show vtp status  



           Verify that VTP version 2 is disabled.

Creating / Adding an Ethernet VLAN

Switch# vlan database  





           Enter VLAN configuration mode.

Switch(vlan)#vlan (vlan-id) name (vlan-name) 
    Add an Ethernet VLAN by assigning a









       number to it. If no name is entered 



for the VLAN, the default is to append the vlan-id to the word VLAN.

Switch(vlan)#sh








       show vlan details

Switch(vlan)#exit 


   Update the VLAN database, propagate it throughout the 

administrative domain, and return to privileged EXEC mode.

Switch# show vlan name (vlan-name) 



Verify the VLAN configuration.

Assign an IP to a vlan 

ALSwitch (config)# int vlan 1

ALSwitch (config-if)# ip address (ipaddress#) (SM#)

Assigning Static-Access Ports to a VLAN

Switch# configure terminal 



           Enter global configuration mode

Switch(config)# interface (interface)             (ie:f0/1)Enter interface configuration mode, and 








    define the interface to be added to the VLAN.

Switch(config-if)# switchport mode access    Define the VLAN membership mode for this port.

Switch(config-if)# switchport access vlan (vlan#) 

     Assign the port to the VLAN

Switch(config-if)#spanning-tree portfast
brings port up faster by bypassing learning mode



Switch(config-if)#end  





          Return to privileged EXEC mode.

Switch# show interface (interface-id) switchport 

 Verify the VLAN configuration.

Deleting a VLAN from the Database

When you delete a VLAN from a switch that is in VTP server mode, the VLAN is removed from all switches in the VTP domain. When you delete a VLAN from a switch that is in VTP transparent mode, the VLAN is deleted only on that specific switch. You cannot delete the default VLANs for the different media types: VLAN 1 and 1002-1005. When you delete a VLAN, any ports assigned to that VLAN become inactive. Such ports remain associated with the VLAN (and thus inactive) until you assign them to a new VLAN. 

Switch#vlan database  





Enter VLAN configuration mode.

Switch(vlan)# no vlan (vlan-id) 



Remove the VLAN by using the VLAN ID.

Switch(vlan)# exit 





Update the VLAN database, propagate it 

       throughout the administrative domain, and return to privileged EXEC mode.

Switch# show vlan brief 






        Verify the VLAN removal.

Upgrading the Switch Software

switch# show boot 


Display the name of the current (default) image file. 

switch# rename flash:current_image flash:new_image.bin  Rename the current image file to 

the name of the file that you downloaded, and replace the tar extension with bin. This step does not affect the operation of the switch. 

switch# dir flash: 
Display the contents of Flash memory to verify the renaming of the file. 

switch# configure terminal




     Enter global configuration mode. 

switch(config)# no IP http server 


  Disable access to the switch HTML pages. 

switch(config)# end 





     Return to privileged EXEC mode. 

switch# delete flash:html/* 




Remove the CVSM HTML files. 

switch# tar /x 
     Use the tar command to copy the files into the switch Flash memory. 

tftp://server_ip_address//path/filename.tar flash: Depending on the TFTP server, you might 

need to enter only one slash (/) after the    

server_ip_address in the tar command. 

switch# configure terminal 




    Enter global configuration mode. 

switch(config)# IP http server 


Reenable access to the switch HTTP pages. 

switch(config)# end        




     Return to privileged EXEC mode. 

switch# reload 






     Reload the new software.

Configuring Fast EtherChannel

cat4006> (enable) set port channel (mod)/(port#-port#) mode on    turn on an etherchannel

ALSwitch (config-if)#int fa0/1

ALSwitch (config-if)#port group 1 distribution dest

ALSwitch (config-if)#int fa0/2




          combine ports fa0/1 and

ALSwitch (config-if)#port group 1 distribution dest
               fa0/2 into one logical channel

---------------------------------------------------------------------------------------------------------

4006 Switch Configuration

(trunking set on the backplane, but not externally / using 

the layer 3 router switch module router as the default gateway)

---------------------------------------------------------------------------------------------------------

These first 2 commands will be necessary on any ports that connect directly from

your Cisco 4006 to a Cabletron 9000 switch. The first command is for the first

gigabit switch port (top left), and the second command deals with the first gigabit

router switch port on the second module (left).

set port negotiation <mod#>/<port#> enable | disable
     disabling negotiation (on the 


gigablt port) forces the port up; (with 1/1 as the port/mod #, and 


disable as the option) this forces the first gigabit port (in module 1) 


on the far upper left hand corner (of the switch) up

4006_RSM (config-if)#no nego auto


turn off auto negotiation on the router switch module gbic if necessary when connecting to a Cabletron 9000 (on the gbic interface)

---------------------------------------------------------------------------------------------------------

Switch (enable) clear config all

Switch (enable) reset

Switch (enable) set system name 4006_Switch

4006_Switch (enable) set enablepass

4006_Switch (enable) set password

4006_Switch (enable) set vtp domain corp

4006_Switch (enable) set vtp mode server
4006_Switch (enable) set int sc0 up

4006_Switch (enable) set int sc0 1 10.1.1.11/255.255.255.0 10.1.1.255

4006_Switch (enable) set ip route 0.0.0.0/0.0.0.0 10.1.1.1
create the default route

                               set this to the same ip address as that set on the router switch module


4006_Switch (enable) set port channel 2/1-2 156


 create the port channel group

4006_Switch (enable) set port channel 2/1-2 mode on


   turn EtherChannel on

Initialize the Layer 3 Router Switch Module

4006_Switch (enable) session 2

Router>ena

Router#clear start

Router#reload

4006_Switch (enable) session 2

      after the card resets then go back into it

Router>ena

router#config t

router(config)#hostname 4006_RSM

4006_RSM (config)#enable password cisco

Configure the VLAN interface addressing and trunking 

4006_RSM (config)#int Port-channel1

4006_RSM (config-if)#ip address 10.1.1.1 255.255.255.0

4006_RSM (config-if)#no shutdown

4006_RSM (config-if)#int Port-channel1.100

4006_RSM (config-if)#encapsulation dot1q 100

4006_RSM (config-if)#ip address 10.1.100.1 255.255.255.0

4006_RSM (config-if)#int Port-channel1.200

4006_RSM (config-if)#encapsulation dot1q 200

4006_RSM (config-if)#ip address 10.1.200.1 255.255.255.0

4006_RSM (config-if)#int Port-channel1.300

4006_RSM (config-if)#encapsulation dot1q 300

4006_RSM (config-if)#ip address 10.1.300.1 255.255.255.0

Configure the Routing Protocol and Networks

4006_RSM (config)#router eigrp 1

4006_RSM (config-router)#network 55.132.137.0

4006_RSM (config-router)#network 55.132.127.0 

4006_RSM (config-router)#network 55.132.x.x

Configure Telnet Virtual Terminal Password Information

4006_RSM (config)#line vty 0 4

4006_RSM (config-line)#password cisco

4006_RSM (config-line)#login 

4006_RSM (config-line)#(cntrl-z)

4006_RSM#show cdp neighbors
 
   verify your connection to the Cabletron switch

4006_RSM#show ip int brief

Configure an IP Address on the Gigabit Ethernet Interface

To configure a Gigabit EtherChannel connection on the internal ports, you must configure 

both the internal Layer 2 ports from the supervisor engine console and the internal Layer 3 

Gigabit Ethernet ports from the Catalyst 4003 and 4006 Layer 3 Services module console for 

a channel.

4006_RSM (config)#int g1 


Enter interface configuration mode to    

configure the Gigabit Ethernet interface.

4006_RSM (config-if) #ip address ip-address subnet-mask 
    Enter the IP address 

and IP subnet mask to be assigned to the interface.

4006_RSM (config-if) #no shutdown
Enable the interface (applies only to Gig1 and Gig2).

4006_RSM (config-if) #exit
Return to global configuration mode. Repeat Steps 



1 through 3 to configure the other interfaces on the Catalyst 4000 Layer 3 Services module.

4006_RSM (config) #Ctrl-Z


                 Return to privileged EXEC mode.

4006_RSM #copy running-config startup-config
 Copy your configuration changes to NVRAM.

4006_RSM #show int g1




        
        check your work

4006_RSM #exit

4006_Switch>(enable)show cdp neighbors
 
   verify your connection to the Cabletron switch




   

         again from the switch interface

Setup the VLANs

4006_Switch>(enable)set vlan 100 name Enterprise
                  create and name the VLANs

4006_Switch>(enable)set vlan 200 name LAN

4006_Switch>(enable)set vlan 300 name WAN

4006_Switch>(enable)set vlan 200 2/3 

        

       assign ports to the VLANs

4006_Switch>(enable)set spantree enable 200

    
   enable spantree on the vlan 







    that has the redundant link

4006_Switch>(enable)set spantree uplinkfast enable   
cuts redundant link recovery time down

4006_Switch>(enable)show config






check your work

4006_Switch>(enable)set vlan 300 2/4-6




          [mod_num[/port_num]]

4006_Switch>(enable)set vlan 100 2/7-25

4006_Switch>(enable)show vlan [vlan_num]



   

check your work

4006_Switch>(enable)show port [mod_num[/port_num]]

Set vtp Mode

4006_Switch>(enable)set vtp mode transparent 
A VTP transparent switch does not send VTP updates and does not act on VTP updates received from other switches.
4006_Switch>(enable)show vtp domain     



        verify your configuration
Add an Internal Gigabit EtherChannel

4006_Switch>(enable)show port capabilities [mod_num[/port_num]]    If you are unsure 


which ports you can configure as an EtherChannel, display the EtherChannel capabilities for the module or switch you are configuring.

4006_Switch>(enable)set port channel 2/1-2 on     Create an EtherChannel with desired ports.

4006_Switch>(enable)show port channel



Verify the EtherChannel configuration.

Configure Internal Interfaces as Trunks 

Enabling VLAN trunking requires you to configure the internal Gigabit Ethernet interfaces 

from the supervisor engine console as well as from the Layer 3 Services module console. 

When you enable trunking, you configure a subinterface for each allowed VLAN configured on 

the Catalyst 4000 Layer 3 Services module trunk.

Step 1   Use the set trunk mod_num/port_num command to enable trunking and specify the 

encapsulation type on the interface from the supervisor engine prompt:

4006_Switch>(enable)set trunk 2/1 nonegotiate dot1q 1-1005
             prepare interfaces for 

4006_Switch>(enable)set trunk 2/2 nonegotiate dot1q 1-1005                 trunking w. 802.1q


these commands allow VLANs 1-1005 on both of the gigabit ports on the second module facing inwardly to the backplane for greater throughput WITHIN the 4006 switch

4006_Switch>(enable)sh trunk 2/1



          
          view your work
4006_Switch>(enable)sh trunk 2/2

4006_Switch>(enable)sh cdp nei




4006_Switch>(enable)sh vto domain

4006_Switch>(enable)sh spantree
ping anything that is relevant to see how much connectivity exists.

4006_Switch>(enable)copy running-config startup-config        Copy config. changes to NVRAM

4000

Recovering A Lost Enable Password (4000)

1) Within the 1st 30 seconds you can use a blank password as the password on the Catalyst 4000. So, turn off the switch, then turn it back on. At the end of its boot sequence keep hitting the enter key within your hyperterminal/console session until you come to a prompt.

2) Then type ena to go into priveleged mode. Hit the enter key when it asks you for a password.

3) DLSwitch1>(enable) set password

4) Enter old password: (Because you do not currently have a password, just hit enter)

5) It will then ask you to enter a new password and then retype it.

6) DLSwitch1>(enable) set enablepass
repeat as before with the enter command using a blank password as the old one; then enter the new password

Configure Switch Ports 

When you connect Ethernet, Fast Ethernet, or Gigabit Ethernet ports on the switch to other 

devices, these conditions must be met: Both ends of a link must use the same port speed and 

duplex. Flow control and link negotiation parameters (if supported) must be compatible. In 

most cases, the default port configuration is adequate. If you have trouble communicating 

with the connected device, check the port configuration on both ends of the link. Gigabit 

Ethernet ports (and some Fast Ethernet ports) support flow control and link negotiation. In 

most cases, you do not need to change the default configuration.

set port speed mod_num/port_num {10 | 100 | auto}     On 10/100-Mbps Fast Ethernet ports, 

you can explicitly set the port speed or you can use the auto keyword to allow the port to autonegotiate both port speed and duplex mode with the connected port.

set port duplex mod_num/port_num {full | half} On Ethernet or Fast Ethernet ports, set the 




port duplex mode. Make sure the duplex mode is the same on both ends of the link.

set port flowcontrol mod_num/port_num {receive | send} {on | off | desired}




On Fast or Gigabit Ethernet ports (on supported hardware), set the flow control mode for transmit (Tx) and receive (Rx).

set port flowcontrol mod_num/port_num {receive | send} {on | off | desired}




On Fast or Gigabit Ethernet ports (on supported hardware), configure link negotiation.

set port name mod_num/port_num name_string                         Set the port name, if desired.

show port mod_num/port_num 




   Verify the port configuration.

Configuring interVLAN routing (VTP)

create two VLANs, and assign switch ports to those VLANs

Console> (enable) set vtp mode server                     

Console> (enable) set vtp domain Corp_Net            

Console> (enable) set vlan 100

Console> (enable) set vlan 200

Console> (enable) set vlan 100 2/1-12          sets module 2 ports 1-12 to this vlan
Console> (enable) set vlan 200 2/13-24 
  sets module 2 ports 13-24 to this vlan
Setting the VTP Domain 

If the Catalyst 4003 and 4006 Layer 3 Services module is installed in a new Catalyst 4000 

family switch, you must set the VLAN Trunking Protocol (VTP) domain. Setting the VTP domain 

is required to create VLANs. When a switch is in VTP server mode, you can change the VLAN 

configuration and have it propagate throughout the network. 

set vtp domain name  





Define the VTP domain name.

set vtp mode server  




Place the switch in VTP server mode.

set vtp passwd passwd 




  Set a password for the VTP domain.

show vtp domain 





  Verify the VTP configuration.

VTP Client Mode

When a switch is in VTP client mode, you cannot change the VLAN configuration on the switch. 

The client switch receives VTP updates from a VTP server in the management domain and 

modifies its configuration accordingly. 

set vtp domain name 





 Define the VTP domain name.

set vtp mode client 




  Place the switch in VTP client mode.

show vtp domain 





   

Verify the VTP configuration.

VTP Transparent Mode

When you configure the switch as VTP transparent, you disable VTP on the switch. A VTP 

transparent switch does not send VTP updates and does not act on VTP updates received from 

other switches. However, a VTP transparent switch running VTP version 2 does forward 

received VTP advertisements out all of its trunk links. 

set vtp mode transparent 


Replace the switch in VTP transparent mode                      

           


(disabling VTP on the switch).

show vtp domain 





    Verify the VTP configuration.

Setting the Layer 2 Port Duplex Mode

You can set the port duplex mode to full or half duplex for 10/100-Mbps Ethernet ports.

Note   If the port speed is set to auto on a 10/100-Mbps Fast Ethernet port, both speed and 

duplex are autonegotiated. You cannot change the duplex mode of ports configured for 

autonegotiation. For information on enabling and disabling autonegotiation on 10/100 Fast 

Ethernet ports, see the "Setting the Layer 2 Port Speed" section. 

set port duplex mod num/port num {full | half} 
Set the port speed of a 10/100-Mbps Fast Ethernet port.

show port [mod_num[/port_num]] 

Verify that the duplex mode of the port is configured correctly.

Creating an Ethernet VLAN

To create a new Ethernet VLAN, perform this task in privileged mode:

set vlan vlan_num [name name] [said said] [mtu mtu] [translation vlan_num]







Create a new Ethernet VLAN.

show vlan [vlan_num] 





Verify the VLAN configuration.

modify the VLAN parameters on an existing Ethernet VLAN

set vlan vlan_num [name name] [state {active | suspend}] [said said] [mtu mtu] [translation 

vlan_num] 




     Modify an existing Ethernet VLAN.

show vlan [vlan_num] 





Verify the VLAN configuration.

Assigning Layer 2 Switch Ports to a VLAN

A VLAN created in a management domain remains unused until you assign one or more switch 

ports to the VLAN. If you specify a VLAN that does not exist, the VLAN is created and the 

specified ports are assigned to it.

set vlan vlan_num mod_num/port_num 


  Assign one or more switch ports to a VLAN.

show vlan [vlan_num] 




     Verify the port VLAN membership.

show port [mod_num[/port_num]]

Configuring Layer 2 VLAN Trunks

A trunk is a point-to-point link between one device, such as a router or a switch, and another 

device. Trunks carry the traffic of multiple VLANs over a single link and allow you to extend 

VLANs across an entire network. IEEE 802.1Q is an industry-standard trunking encapsulation 

that is available on all Ethernet ports. You can configure a trunk on a single Ethernet port or 

on an EtherChannel bundle. For more information about EtherChannel, see the "Configuring 

EtherChannel" section. These sections describe how to configure a trunk link on Ethernet ports 

and how to define the allowed VLAN range on a trunk: 

Configuring an 802.1Q Trunk

set trunk <mod>/<port> [on | off | desirable | auto | nonegotiate] [vlan_range] [isl | dot1q | 

negotiate]       





    Configure an 802.1Q trunk.

show trunk [mod_num/port_num] 



       

      Verify the trunking configuration.

Defining the Allowed VLANs on a Trunk

When you configure a trunk port, all VLANs are added to the allowed VLANs list for that trunk. 

However, you can remove VLANs from the allowed list to prevent traffic for those VLANs from 

passing over the trunk. You cannot remove VLAN 1, the default VLAN, from the allowed list.

When you first configure a port as a trunk, entering the set trunk command always adds 

all VLANs to the allowed VLAN list for the trunk, even if you specify a VLAN range (any 

specified VLAN range is ignored). To modify the allowed VLANs list, use a combination of the 

clear trunk and set trunk commands to specify the allowed VLANs. 

clear trunk mod_num/port_num vlans 



Remove VLANs from the allowed 






VLANs list for a trunk.

set trunk mod_num/port_num vlans 



Add specific VLANs to the allowed 






VLANs list for a trunk.

show trunk [mod_num/port_num] 


Verify the allowed VLAN list for the trunk.

Creating an EtherChannel

You create an EtherChannel port bundle by specifying the ports in the channel and the 

channeling mode. When you create an EtherChannel, an administrative group number is 

assigned automatically if one is not already assigned to the specified ports. In addition, a 

channel ID is assigned. The silent and non-silent keywords function only with the auto and 

desirable modes. 

show port capabilities [mod_num[/port_num]]        If you are unsure which ports you can 





   Configure as an EtherChannel, verify the  





   EtherChannel capabilities for the module    

 



   or switch you are configuring.

set port channel port_list [admin_group] mode {on | off | desirable | auto} [silent | 

non-silent] 


 Create an EtherChannel with the desired ports.

show port channel [port_list] 


Verify the EtherChannel configuration.

Configuring Precedence to WRR Scheduling

This section describes the Cisco IOS commands necessary to configure QoS mapping at the 

system and interface levels. The commands described in this section are unique to Catalyst 

4003 and 4006 Layer 3 Services module software. The Catalyst 4003 and 4006 Layer 3 

Services module software enables QoS-based forwarding by default. If disabled, enter the 

following command to enable QoS forwarding:

# [no] qos switching 

The no version of this command disables QoS switching on the entire system. 

Configure QoS scheduling at the System Level

qos mapping precedence value wrr-weight weight    Set the mapping between IP precedence 

   


 and the WRR weight. global configuration mode

Mapping QoS Scheduling at the Interface Level

Configuring QoS mapping at the interface level overrides the system-level mapping. By using 

the qos mapping precedence wrr-weight command, you can assign a different WRR-scheduling 

weight for a particular precedence traffic destined to any interface.

qos mapping [destination dest-interface] precedence value wrr-weight weight        Assign a different WRR-scheduling weight for a particular precedence traffic destined to an interface. (interface configuration mode)

Configuring Per-Port Input Rate Limiting

You can configure rate limiting on an input port on a per-physical port basis.The traffic rate is 

monitored to verify conformity with the configured policing parameters.If the input traffic rate 

on a port is non conforming, the excess traffic is dropped. Input traffic that conforms to the 

policing parameters is passed through the port without any changes. Input rate limiting 

applies to all the input traffic and does not differentiate between various kinds of traffic 

including traffic such as routing updates. Rate limiting is applied to all input traffic and is not 

confined to IP Layer 3 traffic. However, high priority traffic (such as routing updates or BPDUs 

destined to the CPU is not subjected to per-port input rate limiting.

rate-limit input {32000-100000000} {0-1000000} Assign different rate limits on a per-physical port basis. The first parameter specifies the mean rate and the second parameter is the burst size. (interface configuration mode)

end 




       Return to privileged EXEC mode.

show run interface {interface_name} Display the interface configuration to verify changes.

Configuring Per-port Shaping

This feature allows you to shape down the output of a port. The output traffic rate of the port 

is monitored by the module to verify the traffic that leaves the interface at the userconfigured 

shaping rate. When excess traffic comes into the switch, back pressure is applied from the 

modules to switch fabric. Excess traffic gets queued in the switch fabric. If the switch fabric 

queues overflow, the traffic is dropped. The per-port shaping feature applies to the whole 

output traffic and does not differentiate between various kinds of traffic. You cannot configure 

per-port output-side rate limiting and per-port shaping on an interface at the same time. 

traffic-shape rate {32000-100000000} {0-1000000} Assign different traffic shaping rate limits on a per-physical port basis. The first parameter specifies the mean rate and the second parameter is the burst size. (interface configuration mode)

end 




       Return to privileged EXEC mode.

show run interface {interface_name} Display the interface configuration to verify changes.

Configuring Per-Port Output Rate Limiting

This feature allows you to rate limit the output traffic of a port. The output traffic rate of the 

port is monitored by the module checking for non-conforming traffic. The non-conforming 

output traffic is dropped, and the conforming output traffic is sent out. You cannot configure 

per-port output-side rate limiting and per-port shaping on an interface at the same time. 

rate-limit output {32000-100000000} {0-1000000} Assign different rate limits on a per-physical port basis. (interface configuration mode)

end 




       Return to privileged EXEC mode.

show run interface {interface_name}     Display the interface configuration to verify changes.

Monitoring and Verifying the QoS Configuration

show qos switching 



     Verify if QoS-based switching is enabled.

show qos mapping [destination dest-interface]           Display effective mapping at either the 






system level or interface level.

show epc port-qos interface interface input  

         Display the Input Port QoS Parameters

Configuring SDM Regions

The protocol region size in SDM is represented by the number of 32-bit, or 64-bit entries. The 

combined size of all the application regions should be calculated in terms of 32-bit TCAM 

entries and should not exceed 32K, which is the total TCAM size. Although the size of the 

whole protocol region is configured by default, you can reconfigure it. The reconfigured size of 

the protocol region is effective only at the next system reboot.  

sdm size region-name {num-entries | k-entries num-k-entries}  Set the name of the protocol region for which you want to configure the size. You can enter the size either as an absolute number of entries or as multiples of 1K (that is, 1024) entries. (global configuration mode)

Configuring Access List Size in TCAM

The Catalyst 4003 and 4006 Layer 3 Services module supports TCAM sizes of 32K. The 

combined size of the protocol regions and access lists should not exceed your TCAM space. 

The default size of the access lists region in a 32K TCAM is 1024 entries. You can use the sdm 

access-list command to partition the TCAM space for access lists to overwrite this default.

sdm access-list num-entries   Sets the name of the protocol region for which you want to 

  
    configure the size. You can enter the size as an absolute number 


     of entries. (global configuration mode) 

Configuring SDM Autolearn

The SDM autolearn feature applies to longest-match type regions only, not exact-match 

regions. In the longest-match regions, SDM groups entries into buckets based on their mask 

lengths. The size of each bucket in the protocol region depends on the number of same mask 

length entries SDM has learned. With autolearn enabled, SDM automatically saves the mask-

length distribution (bucket size distribution). SDM uses this information to set up the bucket 

partitions after a system reset. If autolearn is not enabled, the size of each bucket will return 

to a predefined default size after a system reset. SDM will then have to reconfigure bucket 

size when protocol entries are learned. The autolearn feature is enabled by default. The no 

form of the sdm autolearn command disables the SDM autolearn feature. You can reenable 

autolearn by entering the sdm autolearn command from global configuration mode, as shown 

in this example:

4232-L3# configure terminal

4232-L3(config)# sdm autolearn

4232-L3(config)# Ctrl-Z

Setting Speed and Duplex Parameters

configure terminal




                 Enter global configuration mode.

interface interface



                 Enter interface configuration mode, and 

   





                   enter the port to be configured.

speed {10 | 100 | auto} 
                    Enter the speed parameter for the port. You cannot 







  enter the speed on Gigabit Ethernet or ATM ports.

duplex {full | half | auto}



      Enter the duplex parameter for the port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

copy running-config startup-config 


     Save your entry in the configuration file.

Configuring Flow Control on Gigabit Ethernet Ports

configure terminal




                 Enter global configuration mode.

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

flowcontrol [asymmetric | symmetric] 


    Configure flow control for the port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

copy running-config startup-config 


     Save your entry in the configuration file. 

Creating EtherChannel Port Groups

configure terminal 





        Enter global configuration mode.

interface interface



                 Enter interface configuration mode, and 

   





                    enter the port to be configured.

port group 1 distribution destination                                     Assign the port to group 1 with 

 destination-based forwarding.

interface interface                                        Enter the second port to be added to the group.

port group 1 distribution destination                                      Assign the port to group 1 with 

 destination-based forwarding.

End 







       Return to privileged EXEC mode.

show running-config







      Verify your entries. 

Enabling Switch Port Analyzer

configure terminal 





      Enter global configuration mode.

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

port monitor interface




   Enable port monitoring on the port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries. 

Disabling Switch Port Analyzer

configure terminal 





       Enter global configuration mode.

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

no port monitor interface   




  Disable port monitoring on the port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Enabling a Network Port

configure terminal 





       Enter global configuration mode.

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

port network 






  Define the port as the network port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries. 

Disabling a Network Port

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                    
         enter the port to be configured.

no port network 





 Disable the port as the network port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries. 

Enabling Broadcast Storm Control

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

port storm-control [threshold {rising rising-number falling falling-number}]    Enter the rising 

 and falling thresholds. 

       Make sure the rising threshold is       

     greater than the falling threshold.

port storm-control filter 

   Disable the port during a broadcast storm, or generate a

          or


                      SNMP trap when the traffic on the port crosses the 

port storm-control trap                              


      rising or falling threshold.

End 







       Return to privileged EXEC mode.

show port storm-control [interface] 




      Verify your entries. 

Disabling Broadcast Storm Control

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

no port storm-control 





     Disable port storm control.

End 







        Return to privileged EXEC mode.

show port storm-control [interface] 




       Verify your entries. 

Blocking Flooded Traffic on a Port

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

port block multicast 




Block multicast forwarding to the port.

port block unicast 





     Block unicast flooding to the port.

End 







       Return to privileged EXEC mode.

show port block {multicast | unicast} interface    Verify your entries, entering the appropriate 

  command once for the multicast option and once for the unicast option.

Resuming Normal Forwarding on a Port

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                            enter the port to be configured.

no port block multicast 



       Enable multicast forwarding to the port.

no port block unicast 




   Enable unicast flooding to the port.

End 







       Return to privileged EXEC mode.

show port block {multicast | unicast} interface      Verify your entries, entering the 

appropriate command once for the multicast option and once for the unicast option.

Assigning IP Information to the Switch

configure terminal 





       Enter global configuration mode. 

interface vlan 1 



   Enter interface configuration mode, and enter the 

VLAN to which the IP information is assigned. 

ip address ip_address subnet_mask 

        Enter the IP address and subnet mask.

Exit 







 Return to global configuration mode.

ip default-gateway ip_address 


    Enter the IP address of the default router.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries. 

Removing an IP Address

configure terminal 





       Enter global configuration mode. 

interface vlan 1 



   Enter interface configuration mode, and enter the 

VLAN to which the IP information is assigned. 

no ip address ip_address subnet_mask 

    Remove the IP address and subnet mask.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries. 

Configuring the Management VLAN Interface through a Console Connection

configure terminal 





       Enter global configuration mode. 

interface vlan n 



   Enter interface configuration mode, and enter the 

new management VLAN to becreated.

ip address ip_address subnet_mask                        Enter the IP address and subnet mask for 

      the new management VLAN if this        

     information was not previously assigned.

Management 




Shutdown the current management VLAN interface, 

and enable the new one. If no IP information was previously assigned, this command copies the information from the old management VLAN to the new one.

Exit 






   Exit the sub-interface configuration mode.

exit  







     Exit interface configuration mode.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

copy running-config startup-config 


     Save your entry in the configuration file.

Configuring the Management VLAN Interface through a Telnet Connection

configure terminal 





       Enter global configuration mode. 

interface vlan n 



   Enter interface configuration mode, and enter the 

         new management VLAN to be created.

ip address ip_address subnet_mask            Enter the IP address and subnet mask for the new                                                                                                                                                               management VLAN if this information was not previously assigned.

Management 




Shutdown the current management VLAN interface, 

and enable the new one. If no IP information was previously assigned, this command copies the information from the old management VLAN to the new one. 

Adding a Trap Manager

configure terminal 





       Enter global configuration mode. 

snmp-server host 172.2.128.263 traps1 snmp vlan-membership         Enter the trap manager 

IP address, community string, and the traps to generate. 

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Defining (Changing) the Address Aging Time

configure terminal 





       Enter global configuration mode. 

mac-address-table aging-time seconds   


Enter the number of seconds that 

dynamic addresses are to be retained in the address table. You can enter a number from 1)0 to 1)000000.

End 







       Return to privileged EXEC mode.

show mac-address-table aging-time   




        Verify your entry.

Removing Dynamic Address Entries

configure terminal 





       Enter global configuration mode. 

no mac-address-table dynamic hw-addr     
         Enter the MAC address to be removed 

 







      from dynamic MAC address table.

End 







       Return to privileged EXEC mode.

show mac-address-table   






        Verify your entry.

Adding Secure Addresses

configure terminal 





       Enter global configuration mode. 

mac-address-table secure hw-addr interface vlan vlan-id               Enter the MAC address, its 

     associated port, and the VLAN ID.

End 







       Return to privileged EXEC mode.

show mac-address-table secure       




        Verify your entry.

Removing Secure Addresses

configure terminal 





       Enter global configuration mode. 

no mac-address-table secure hw-addr vlan vlan-id              Enter the secure MAC address, its 

    associated port, and the VLAN ID to be removed.

End 







       Return to privileged EXEC mode.

show mac-address-table secure       




        Verify your entry.

Adding Static Addresses

configure terminal 





       Enter global configuration mode. 

mac-address-table static hw-addr in-port out-port-list vlan vlan-id     Enter the MAC address, 

the input port, the ports to which it can be forwarded, and the VLAN ID of those ports.

End 







       Return to privileged EXEC mode.

show mac-address-table static 





        Verify your entry.

Removing Static Addresses

configure terminal 





       Enter global configuration mode. 

no mac-address-table static hw-addr in-port in-port out-port-list out-port-list vlan vlan-id

Enter the static MAC address, the input port, the ports to which it can be forwarded, and the VLAN ID to be removed.

End 







       Return to privileged EXEC mode.

show mac-address-table static 





        Verify your entry.

Enabling Port Security

Beginning in privileged EXEC mode, follow these s to enable port security. Task  Command  

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                    enter the port to be configured.

port security max-mac-count 1   
  Secure the port and set the address table to one address.

port security action shutdown
Set the port to shutdown when a security violation occurs.

End 







       Return to privileged EXEC mode.

show port security 








Verify the entry.

Disabling Port Security

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                    enter the port to be configured.

no port security 







    Disable port security

End 







       Return to privileged EXEC mode.

show port security    







Verify the entry

Enabling the CGMP Fast Leave Feature

configure terminal 





        Enter global configuration mode. 

cgmp leave-processing        




  Enable CGMP and CGMP Fast Leave.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Disabling the CGMP Fast Leave Feature

configure terminal 





       Enter global configuration mode. 

no cgmp leave-processing      



 Disable CGMP and CGMP Fast Leave.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Changing the Router Hold-Time

configure terminal 





       Enter global configuration mode. 

cgmp holdtime 400  




Configure the number of seconds the switch 

     is to wait before dropping a router entry.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Removing Multicast Groups

clear cgmp group 



  Clear all CGMP groups on all VLANs on the switch.

show cgmp   




  Verify your entry by displaying CGMP information.

Disabling STP Protocol

configure terminal 





       Enter global configuration mode. 

no spanning-tree vlan stp-list      





Disable STP on a VLAN.

End 







       Return to privileged EXEC mode.

show spanning-tree    






        Verify your entry.

Changing the STP Implementation

configure terminal 





        Enter global configuration mode. 

spanning-tree [vlan stp-list] protocol {ieee | dec | ibm}     Specify the STP implementation to 

be used for a spanning-tree instance.

End 







       Return to privileged EXEC mode.

show spanning-tree 







        Verify your entry.

Changing the Switch Priority

configure terminal 





       Enter global configuration mode. 

spanning-tree [vlan stp-list] priority bridge-priority          Configure the switch priority for the 

      specified spanning-tree instance. 

Enter a number from 0 to 65535; the lower the number, the more likely the switch will be chosen as the root switch.

End 







       Return to privileged EXEC mode.

show spanning-tree 







       Verify your entry.

Changing the BPDU Message Interval

configure terminal 





       Enter global configuration mode. 

spanning-tree [vlan stp-list] max-age seconds       Specify the interval between messages the 

spanning tree receives from the root switch. 

The maximum age is the number of seconds a switch waits without receiving STP configuration messages before attempting a reconfiguration. Enter a number from 6 to 200.

End 







       Return to privileged EXEC mode.

show spanning-tree 







        Verify your entry.

Changing the Hello BPDU Interval

configure terminal 





       Enter global configuration mode. 

spanning-tree [vlan stp-list] hello-time seconds 
    Specify the interval between hello BPDUs. 

Hello messages indicate that the switch is active. Enter a number from 1 to 10.

End 







       Return to privileged EXEC mode.

show spanning-tree 







        Verify your entry.

Changing the Forwarding Delay Time

configure terminal 





       Enter global configuration mode. 

spanning-tree [vlan stp-list] forward-time seconds  
   Specify the forwarding time for the 

      specified spanning-tree instance. 

The forward delay is the number of seconds a port waits before changing from its STP learning and listening states to the forwarding state. Enter a number from 4 to 200.

End 







       Return to privileged EXEC mode.

show spanning-tree 







        Verify your entry.

Enabling STP Port Fast

Enabling this feature on a port connected to a switch or hub could prevent STP from detecting and disabling loops in your network. 

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                    enter the port to be configured.

spanning-tree portfast 



     Enable the Port Fast feature for the port.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Changing the Path Cost

The stp-list is the list of VLANs to which the STP command applies.

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                   enter the port to be configured.

spanning-tree [vlan stp-list] cost cost
      Enter a number from 1 to 65535. Configure the      

 
  path cost for the specified spanning-tree instance.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Changing the Port Priority

Used when two switches tie for position as the root switch. The stp-list is the list of VLANs to which the STP command applies. 

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                   enter the port to be configured.

spanning-tree [vlan stp-list] port-priority port-priority       Enter a number from 0 to 255. The 

    lower the number, the higher the priority.

Configure the port priority for a specified instance of STP.

End 







       Return to privileged EXEC mode.

show running-config 







      Verify your entries.

Assigning Static-Access Ports to a VLAN

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                   enter the port to be configured.

switchport mode access  

Enter the VLAN membership mode for static-access ports.

switchport access vlan 2   





     Assign the port to a VLAN.

End 







       Return to privileged EXEC mode.

show interface interface-id switchport 




      Verify your entries. 

Assigning Multi-VLAN Ports to VLANs

To avoid loss of connectivity, do not connect multi-VLAN ports to hubs or switches. Connect multi-VLAN ports to routers or servers. 

configure terminal 





       Enter global configuration mode. 

interface interface



                 Enter interface configuration mode, and 

   





                    enter the port to be configured.

switchport mode multi  

   Enter the VLAN membership mode for multi-VLAN ports.

switchport multi vlan add vlan-list     
Assign the port to more than one VLAN. Separate 

nonconsecutive VLAN IDs with a comma;    

use a hyphen to designate a range of IDs.

End 







       Return to privileged EXEC mode.

show interface interface-id switchpo 



      Verify your entries.

---------------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------------

ROUTERS

show sub-commands 

router#show run
   (short for running-config) view operational configuration

    view your networks ESPECIALLY as this is easily forgotten      

   or typed in incorrectly by accident


router#sh proto            (short for protocols) – gives ipaddress and status of all ports

router#sh ip pro            displays timer values, protocol/s running and network                                     

                                    information associated with the current router (use to check

                                    to see if a router is sending bad routing information.)
         

router#show hosts
                      shows ipaddresses of all routers connected

router#show ip route
         view routing table; look for Rs on the left to see if 


         the routers are talking (can be IPX, Apple Talk, etc.):

                            (Use to identify destination network addresses and next-hop pairs)

router#show cdp neighbors detail       get details of nearest directly connected router

router#show int           use in privileged mode to find out what the int. names/details

router#show ip int



      shows only ip interfaces

router#show ver



view your Cisco IOS version 

router#show run          (running config)make sure the clock rate appears on the DCE

router#show flash          verify there’s enough memory to load IOS you want to load

router#show start 



   view startup configuration

router#show arp 
                   shows each router interface, ip, MAC address

other more useful commands

router#copy flash tftp
backup your Cisco IOS (operating system) to a tftp server

router#copy tftp flash 
      download another operating system from a tftp server

    (say yes to erasing the old operating system because the old  and new ones won’t fit together in your flash memory together)

router#copy run start   copies running configuration to startup configuration (NVRAM)

router#copy run tftp        
                     copies running configuration to a tftp server

router#reload




    reboots the router

router#debug ip rip 


  shows metric of each network; shows        

                                                        all updates the router is receiving and sending

router#sh contr (s1;s0;e1;e0)    



       show controllers

router(config)#line con 0

takes you into line configuration mode

router(config)#ip default-network (network #)

router(config)#config-register 0x2102





default              

                                            0x2142



      bypass password
                                                                       

                      (confreg 0x2142) - for 2600s and other routers

router(config)#ip route [network] [mask] (address|interface) [distance]

                                  [network] – must be the network address ending in a zero.

                      

                      (address|interface) – is the next hop interface ip   

                                       address of the router that knows the network you’re trying to reach

router(config)#ip route (ipaddress) (SM) (DG)   

     notice the difference between this   





   format and the previous one above

router(config-if)#ip default-network (network #)


 sets default network


Must be added to all routers in the network or used with the additional command redistribute static so all networks have knowledge of the candidate default network.

router(config-if)#no shutdown      use to bring up an administratively down interface

router(config-if)#bandwidth 56

router(config-router)#network (network #)

       configure the 1 to 4 networks

cntrl/shift/6/x         switches between one router telnet session and another router’s 







telnet session

manually setting up the ip address 

router#sh int




        get the port #s

router#config t


    enter router configuration mode

router(config-if)#ip address (ipaddress) (subnet mask)
   actual setting the address 

router(config-if)#(cntrl/z)
                 write the changes to the running configuration 

setting the clock rate (DCE serial port only)
router#sh run



        look for the clock rate

router#sh int


       get the serial interface names

router#config t


  go into router configuration mode
router(config)#interface s0 (port can be any name–make sure it’s the DCE serial port)

router(config-if)#clock rate ?
          look at the available clock rates

router(config-if)#clock rate 56000



     set the clock rate

router(config-if)#(cntrl/z)
                write your changes to the current configuration

router#sh run 
             is the clock rate now in the running configuration
router#copy run start    copy running configuration to startup configuration (NVRAM)

Change the RIP maximum hop count to 10

Router(config-router)#default-metric 10

Router(config-router)#timers basic 30 60 150 30

Router(config-router)#exit

router(config)#int s0

router(config-if)#ip split-horizon

router(config)#int s1

router(config-if)#ip split-horizon

router(config-if)#(cntrl/Z)

router#

---------------------------------------------------------------------------------------------------------

Configuring a Router

NOTE: Setup your ip host lookup table (where it says ip host below) on a floppy and copy the exact same table to all routers (one line at a time with cntrl/c and past to host) if you want to have router to ip interface name resolution; which isn’t necessary for the network to function.

router#erase start

router#reload 



      repeat the first 2 steps with all routers 

         before going to the third step below

router#config t

router(config)#hostname (Lab whatever)

------------------------------------ Ethernet port 0

router(config)#int e0

router(config-if)#ip address __________   ____________   (IPaddress, subnet mask)

router(config-if)#no shutdown

------------------------------------ Ethernet port 1
router(config)#int e1





     (if exists)

router(config-if)#ip address  __________   ____________  (IPaddress, subnet mask)

router(config-if)#no shutdown

------------------------------------ Serial port 0
router(config)#int s0





     (if exists)

router(config-if)#ip address  __________   ____________ (IP address, subnet mask)

router(config-if)#no shutdown

router(config-if)#clockrate 56000              (clock rate for 2600) only for s0; the DCE

------------------------------------ Serial port 1
router(config)#int s1



    

      (if exists)

router(config-if)#ip address  __________   ____________ (IP address, subnet mask)

router(config-if)#no shutdown

router(config-if)#exit

------------------------------- Advertising your networks
router(config)#router rip


   (enter router configuration mode)

router(config-router)#network  ________ 


    
(IP network address)

router(config-router)#network  ________


    
(IP network address)

router(config-router)#network  ________


    
(IP network address)

---------------------- Setup Ip Host Lookup Table (provides router name resolution)

router(config)#ip host  ________     ___________  ___________     ___________

                                 router name,  rout. int. add.  rout. int. add.     rout. int. add.

router(config)#ip host  ________     ___________  ___________     ___________

                                 router name,  rout. int. add.  rout. int. add.     rout. int. add.

router(config)#ip host  ________     ___________  ___________     ___________

                                 router name,  rout. int. add.  rout. int. add.     rout. int. add.

This section maps the router name to the router IP address. It’s not used by many companies and totally unnecessary for router operations.

------------------------------- privileged mode password
router#Config t






router(config)#hostname _________



        (router name)

router(config)#ena password class



            (password)

---------------------------- Port passwords
router(config)#line con 0

router(config-line)#password _________ 




(password)

router(config-line)#login

router(config-line)#line vty 0 4

router(config-line)#password _________




(password)

router(config-line)#(cntrl/z)

-------------- Save running configuration to startup configuration
router#copy run start




 (priveleged mode)

Repeat the above script on all routers until they are all complete.

Telnet to each router from one terminal to check their routing tables, configuration and router name to ip address resolution.

getting in w. a browser (troubleshooting)

If you can’t get in:

1) tools 2) internet options 3) delete temporary files 4) clear history

This clears out javascript files from your host PC.

Configuration Modes

Prompt
Config. Mode  
Entry Command
 Notes

router>
user


     


      (default)

router#
privileged
en 

     
     (password cisco)

router(config)#
global
config t 
            (short for terminal)

router(config-router)#
router
router (protocol) 
          (rip,igrp,etc.)

router(config-if)#
interface
interface F0/0          (int. name varies)

router(config-line)#
line configuration
line con 0

    (run config t first)


setup
setup

---------------------------------------------------------------------------------------------------------

Configuring Frame Relay

Router(config)#Interface Serial0/0 

Router(config-if)# Encapsulation Frame-Relay

Router(config-if)# Frame-Relay Lmi-type (Ansi | Cisco | q933i)

Router(config-if)# Frame-Relay Map ip ___.___.___.___   #  DLCI #  Broadcast

Configuring Frame-Relay With Inverse Map

Router(config)# Interface Serial0/0

Router(config-if)# Encapsulation Frame-Relay

Router(config-if)# Frame-Relay Lmi-type (Ansi | Cisco | q933i)

Router(config-if)# Frame-Relay Inverse-map DLCI #

Configuring Frame-Relay with sub-interfaces

Router(config)#Encapsulation Frame-Relay

Router(config-if)# Frame-Relay Lmi-type (Ansi, Cisco etc.)

Router(config-if)#Interface serial0/0.# (normally the dlci #) point to point

Router(config-subif)#Ip  add  ___.___.___.___ subnet mask ___.___.___.___

Router(config-subif)# Frame-relay interface-dlci #

Additional commands

Show frame map

Show frame pvc

Show frame dlci

Show frame lmi

CONFIGURING PPP ENCAPSULATION AND PAP AND CHAP AUTHENTICATION
router(config-if)# encapsulation PPP          
 enable PPP on serial lines to encapsulate IP and other protocol datagrams PPP must be configured on both ends of the serial link for it to work.  When PPP is configured, you can check its LCP and NCP states by using the show interfaces command.

PAP Authentication Commands

Router(config)# hostname name  
will be used as a "username" to identify the router to its PPP peer The name option must match a user name that is configured on the peer router at the other end of the link.

Router(config)# username name password password   
On each router, define the username and password to expect from the remote router The name option is the host name of the remote router, and is case-sensitive.The password must be the same for both routers. As of Release 11.2 of the IOS software, the password is displayed as a plain-text password and is not shown encrypted. 

Router(config)# service password-encryption        To hide the passwords from view in the configuration on your IOS router.

Router(config-if)# ppp authentication       {   chap  |   chap pap   |   pap chap   |   pap  }   






Configure PPP authentication with the ppp                                                                 authentication  interface configuration command. 

Router(config-if)# ppp pap sent-username username password password     enable PAP on                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   the interface.

Sample PAP Authentication Configuration:

RouterA:      

Router(config)#  hostname RouterA
(RouterA-config)#  username RouterB password mustmatch
(RouterA-config)# interface serial 0
(RouterA-config-if)# ip address 10.0.1.1 255.255.255.0
(RouterA-config-if)# no shutdown
(RouterA-config-if)# clock rate 56000
(RouterA-config-if)# encapsulation ppp
(RouterA-config-if)# ppp authentication pap
(RouterA-config-if)# ppp pap sent-username RouterA password mustmatch

 RouterB:
Router(config)#  hostname RouterB
(RouterB-config)#  username RouterA password mustmatch
(RouterB-config)#  interface serial 1
(RouterB-config-if)# ip address 10.0.1.2 255.255.255.0
(RouterB-config-if)# no shutdown
(RouterB-config-if)# encapsulation ppp
(RouterB-config-if)# ppp authentication pap
(RouterB-config-if)# ppp pap sent-username RouterB password mustmatch

CHAP Authentication Commands

Router(config-if)# ppp chap hostname hostname               

You can use the same host name on multiple routers--When you want remote routers to think they are connnecting to the same router when authenticating, configure the same host name on each router.

Router(config-if)# ppp chap password secret

You can use a password to authenticate to an unknown host--To limit the number of username/password entries on the router, configure password that will be sent to hosts that want to authenticate the router. This password is not used when the router authenticates a remote device.

--------------------------------------------------------------------------------------------------------

Configuring (Basic) ISDN BRI

To find more details about setting up Basic ISDN BRI service go to: http://www.cisco.com/univercd/cc/td/doc/product/software/ios113ed/113ed_cr/dial_c/dcprt1/dcbri.htm To place calls on an ISDN interface, you must configure it with dial-on-demand routing (DDR). 

1: Request BRI Line and Switch Configuration from a Telco Service Provider

2: Check and Set the Buffers
After the system comes up, make sure enough 

buffers are in the free list of the buffer pool that matches the 

maximum transmission unit (MTU) of your BRI interface.

router#show interfaces bri (number)  




    Check the MTU size.

router#show buffers 







 Check the free buffers.

If not, you must reconfigure buffers in order for the BRI interfaces to 

function properly. To check the MTU size and the buffers and, if necessary, 

to configure the buffers and the MTU size, complete the following tasks 

beginning in EXEC mode:

3: Configure the buffers

Router(config)#buffers big permanent number   


      Check and Set the Buffers

Router(config)#buffers big max-free number
Router(config)#buffers big min-free number
Router(config)#buffers big initial number

5: Configure Global Characteristics for ISDN BRI

Router(config)#isdn Switch-type (switch-type) 


      Configure the Switch Type

Any router with an MBRI must be connected to the same switch type on all its ISDN interfaces.

Router(config)#isdn tei [first-call | powerup] 

      Configure TEI Negotiation Timing      

determines when ISDN TEI negotiation occurs

you can specify when Layer 2 ISDN terminal endpoint identifier (TEI) negotiation occurs. TEI negotiation is useful in Europe and also useful for switches that might deactivate Layer 2 when no calls are active.


By default TEI negotiation occurs when the router is powered on.

6: Specify the Interface and Its IP Address

Router(config)#interface bri (number;ie:0/0)                        Specify the interface and enter       

    
 interface configuration mode. 

Router(config)#interface bri (slot/port) 




      (Cisco 7200 series) 

Router(config-if)#ip address (ip address) (subnet mask) 
Specify an IP protocol address 

for the interface.

Router(config-if)#encapsulation ppp 



   Configure PPP Encapsulation

PPP encapsulation is configured for most ISDN communication. Each ISDN B channel is treated as a synchronous serial line and supports HDLC and PPP encapsulation. The router might need to communicate with devices that require a different encapsulation protocol or the router might send traffic over a Frame Relay or X.25 network. 

7: Configure Network Addressing

Router(config-if)#dialer map (protocol) (next-hop-address) name (hostname) speed (56 | 64) [broadcast] (dial-string)[:isdn-subaddress]                
  Define the remote recipient's 

protocol address, host name, and dialing string; optionally, provide the ISDN 

               subaddress; set the dialer speed to 56 or 64 kbps, as needed.

the hostname and dial-string are those of the other router

Router(config-if)#dialer-group (group-number)
         Assign the interface to a dialer group 

to control access to the interface.

Router(config-if)#dialer-list (dialer-group-number) list (access-list-number) 
 

Associate the dialer group number with an access list number

Router(config-if)#access-list (access-list-number) {deny | permit} (protocol) (source address) (source-mask) (destination address) (destination-mask) 
         Define an access 

list permitting or denying access to specified protocols, sources, or destinations. Permitted  

     packets cause the router to place a call to the destination protocol address. 

8: Specify ISDN Service Profile Identifiers (SPIDs)

Router(config-if)#isdn spid1 (spid-number) [ldn]    Specify a SPID & local dir. # for B1 chan.

Router(config-if)#isdn spid2 (spid-number) [ldn]    Specify a SPID & local dir. # for B2 chan.

Some service providers use service profile identifiers (SPIDs) to define the services subscribed to by the ISDN device that is accessing the ISDN service provider. The service provider assigns the ISDN device one or more SPIDs when you first subscribe to the service. If you are using a service provider that requires SPIDs, your ISDN device cannot place or receive calls until it sends a valid, assigned SPID to the service provider when accessing the switch to initialize the connection. Currently, only the DMS-100 and NI-1 switch types require SPIDs. The AT&T 5ESS switch type may support a SPID, but we recommend that you set up that ISDN service without SPIDs. In addition, SPIDs have significance at the local access ISDN interface only. Remote routers are never send the SPID. A SPID is usually a seven-digit telephone number with some optional numbers. However, service providers may use different numbering schemes. For the DMS-100 switch type, two SPIDs are assigned, one for each B channel. The LDN is optional but might be necessary if the router is to answer calls made to the second directory number.

9: Configure Calling Line Identification Screening

Router(config-if)# isdn caller (number) 
       Configure Calling Line Identification Screening

This task applies only to Cisco 2500 series, Cisco 3000 series, and Cisco 4000 series routers that have a BRI. 

Calling line identification (CLI, also called caller ID) screening adds a level of security by allowing you to screen incoming calls. You can verify that the calling line ID is from an expected origin. CLI screening requires a local switch that is capable of delivering the CLI to the router. Note If caller ID screening is 

    configured and the local switch does not deliver caller IDs, the router rejects all calls.

10: Configure Called Party Number Verification

Router(config-if)# isdn answer1 [called-party-number][:subaddress]          Configure Called 

Party Number Verification

When multiple devices are attached to an ISDN BRI, you can ensure that only a single device answers an incoming call by verifying the number or subaddress in the incoming call against the device's configured number or subaddress or both. You can specify that the router verify a called-party number or subaddress number in the incoming setup message for ISDN BRI calls, if the number is delivered by the switch. You can do so by configuring the number that is allowed. 

Router(config-if)# isdn answer2 [called-party-number][:subaddress]

   If you want to 

allow an additional number for the router, you can configure it, too. To configure a second number to be allowed; specify that the router verify a called-party number or subaddress number in the incoming setup message. Verifying the called-party number ensures that only the desired router responds to an incoming call. 

11: Configure ISDN Calling Number Identification

Router(config-if)# isdn calling-number (calling-number)   to configure ISDN calling number 

identification; specify the calling party number.

(This command can be used with all switch types except German 1TR6 ISDN BRI switches.)

A router with an ISDN BRI interface might need to supply the ISDN network with a billing number for outgoing calls. Some networks offer better pricing on calls in which the number is presented. When configured, this information is included in the outgoing call Setup message.

12: Configure the Line Speed for Calls Not ISDN End-To-End

Router(config-if)# isdn not-end-to-end {56 | 64}      Configure the Line Speed for Calls Not 

ISDN End-To-End by setting the speed to be used for incoming calls recognized as not ISDN end-to-end.

When calls are made at 56 kbps but delivered by the ISDN network at 64 kbps, the incoming data can be corrupted. However, on ISDN calls, if the receiving side is informed that the call is not an ISDN call from end to end, it can set the line speed for the incoming call. 

13: Configure a Fast Rollover Delay  

Router(config-if)# isdn fast-rollover-delay seconds  
        Configure a Fast Rollover Delay

Sometimes a router attempts to dial a call on an ISDN B channel before a previous, failed call is completely torn down. The fast rollover fails because the second call is made to a different number before the B-channel is released from the unsuccessful call. This might occur in ISDN configurations where: The two B-channels of the BRI are not configured as a hunt group, but have separate numbers defined, and The B-channel is not released by the ISDN switch until after Release Complete signal is processed. You need to configure this delay if a BRI on a remote peer has two phone numbers configured one for each B-channel, you are dialing into this BRI, you have a dialer map for each phone number, and the first call succeeds but a second call fails with no channel available. A delay of 5 seconds should cover most cases. Configure sufficient delay to make sure the ISDN RELEASE_COMPLETE message has been sent or received before making the fast rollover call. Use the debug isdn q931 command to display this information. This pattern of failed second calls is a rare occurrence.

14: Configure Inclusion of the Sending Complete Information Element

Router(config-if)# isdn sending-complete
Configure Inclusion of the Sending Complete 

Information Element by include the Sending Complete information element in the outgoing call Setup message. In some geographic locations, such as Hong Kong and Taiwan, ISDN switches require that the Sending Complete information element be included in the outgoing Setup message to indicate that the entire number is included. This information element is not required in other locations.

Test the Router's ISDN Configuration

15: Perform Configuration Self-Tests

Router# show controllers bri (number) 

    Check Layer 1 (physical layer) of the BRI.  

Router# debug q921




Check Layer 2 (data link layer).  

Router# debug isdn events 



Check Layer 3 (network layer).  

Router# debug q931








“

Router# debug dialer








“

Router# show dialer








“

16: Monitor and Maintain ISDN Interfaces

Router# show interfaces bri (number) 
Display information about the physical attributes of 

the ISDN BRI B and D channels.

Router# show interfaces bri (slot/port) 


    same as above (Cisco 7200 series) 

Router# show controllers bri (number)


    Display protocol information about 

the ISDN B and D channels.

Router# show controllers bri (slot/port) 



      (Cisco 7200 series) 

Router# show isdn {active | history | memory | status | timers}             display information 

                     about calls, history, memory, status, and Layer 2 and Layer 3 timers. 


Router# show dialer interface bri (number)               Obtain general diagnostic information 

                  about the specified interface. 


Additional Commands

Router(config)# ip host (name of the other router) ip add (the Ethernet port of other router)

Router(config)#Username (name of the other router) password cisco

Router(config)# dialer-list 1 protocol ip permit

Router(config)# ip route 0.0.0.0 0.0.0.0  __.__.__.__ (then the Ip add of the bri0/0 of the 

other router)

Router(config-if)#ppp authentication chap

Router(config-if)#dialer idle-timeout 60

Configuration on the other router will be similar but using its own spid# and tel# similar dialer-list, dialer group, and dialer-idle timeout. 

